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The minimum-entropy coupling problem

Given two probability distributions 𝑝 = (𝑝1, 𝑝2, … , 𝑝𝑛) and 𝑞 = (𝑞1, 𝑞2, … , 𝑞𝑚) the minimum-entropy 
coupling is the joint distribution 𝑀 = 𝑚𝑖,𝑗 𝑖=1..𝑚

𝑗=1..𝑛
.
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𝒒\𝒑 𝒑𝟏 𝒑𝟐 ⋯ 𝒑𝒋 ⋯ 𝒑𝒏

𝒒𝟏 𝑚1,𝑗

𝒒𝟐 𝑚2,𝑗

⋮ ⋮

𝒒𝒊 𝑚𝑖,1 𝑚𝑖,2 ⋯ 𝑚𝑖,𝑗 ⋯ 𝑚𝑖,𝑛

⋮ ⋮

𝒒𝒎 𝑚𝑚,𝑗

This problem is NP-Hard
M. Kovačcević, I. Stanojević, V. Šenk,  Information and Computation, 2015.

∀𝒊 = 𝟏,… ,𝒎, 𝒒𝒊 =෍
𝑘=1

𝑛

𝑚𝑖,𝑘

∀𝒋 = 𝟏,… , 𝒏, 𝒑𝒋 =෍
𝑘=1

𝑚

𝑚𝑘,𝑗

෍
𝑖=1

𝑚

෍
𝑗=1

𝑛

𝑚𝑖,𝑗 = 1

Objective:𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝐻(𝑀)



Motivations – Causality Discovery

M.ROSSI - GREEDY ADDITIVE APPROXIMATION ALGORITHMS FOR 
MINIMUM-ENTROPY COUPLING PROBLEM

4

Given two phenomena 𝐴 and 𝐵, determine whether it is 𝐴 that causes 𝐵 or vice versa.

E.g., determine whether variations of altitude (𝐴) causes variations of temperature (𝐵) or vice 
versa.

Given two random variables 𝑋 and 𝑌 , if 𝑋 causes 𝑌 then there exists an exogenous random 
variable 𝐸 independent of 𝑋 and a function 𝑓() such that 𝑌 = 𝑓(𝑋, 𝐸). 

In general, it is possible to find pairs (𝑓, 𝐸) and (𝑔, 𝐸′) such that both 𝑌 = 𝑓(𝑋, 𝐸) and 𝑋 =
𝑔 𝑌, 𝐸′ hold.

Kocaoglu et al. postulated that in the true causal direction, the entropy of the exogenous 
random variable 𝐸 is small

M. Kocaoglu, A. G. Dimakis, S. Vishwanath, B. Hassibi, AAAI 2017.

J. Pearl, Causality., 2009.



Motivations – Finding the maximal mutual information 
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Given two probability distributions 𝑋 and 𝑌,

Minimum-entropy coupling ≡ maximal mutual information
F. Cicalese, L. Gargano, U. Vaccaro, IEEE Transactions on Information Theory 2019

𝐻 𝑋𝑌 = 𝐻 𝑋 + 𝐻 𝑌 − 𝐼(𝑋; 𝑌)

This problem is central in,
• Information theoretic clustering.
• Design of quantizers.



Related Work
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F. Cicalese, L. Gargano, U. Vaccaro, ISIT 2017.

M. Kocaoglu, A. G. Dimakis, S. Vishwanath, B. Hassibi, AAAI 2017.

Independently, A. Painsky, S. Rosset, M. Feder, ISIT 2013.

M. Kocaoglu, A. G. Dimakis, S. Vishwanath, B. Hassibi, ISIT 2017.

Greedy heuristic guaranteed to be a local minimum.

Greedy algorithm that guarantees an additive approximation 1

Greedy algorthm that guarantees an additive approximation factor that scale with log(𝑛), 
where 𝑛 is the dimension of the marginals.



Our contribution
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F. Cicalese, L. Gargano, U. Vaccaro, ISIT 2017.M. Kocaoglu, A. G. Dimakis, S. Vishwanath, B. Hassibi, AAAI 2017.

Greedy heuristic guaranteed to be a local
minimum.

Greedy algorithm that guarantees an additive 
approximation 1

Algorithm Proof technique: majorization

Our contribution

1. The greedy approach proposed by Kocaoglu et al. guarantees an additive approximation 1.
2. A general criterion for guaranteeing an additive approximation factor of 1, that might be of 

independent interest.



Majorization theory
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Let 𝒫𝑛 = 𝑝1, 𝑝2, … , 𝑝𝑛 𝑝1 ≥ 𝑝2 ≥ … ≥ 𝑝𝑛 ≥ 0 𝑎𝑛𝑑 σ𝑖=1
𝑛 𝑝𝑖 = 1}

Given 𝑝, 𝑞 ∈ 𝒫𝑛 we say that 𝑝 is majorized by 𝑞 (𝑝 ≼ 𝑞) if and only if

The partially ordered set (𝒫𝑛, ≼) is a lattice. 
For each pairs 𝑝, 𝑞 ∈ 𝒫𝑛 there exists a unique greatest lower bound 𝑧 = 𝑝 ∧ 𝑞 that can be 
found in linear time.

ሧ𝑘 = 1,… , 𝑛 ෍
𝑖=1

𝑘

𝑝𝑖 ≤෍
𝑖=1

𝑘

𝑞𝑖

F. Cicalese, U. Vaccaro, IEEE Transactions on Information Theory, 2002

A. W. Marshall, I. Olkin, B. C. Arnold, Inequalities: theory of majorization and its applications. 1979

Recalling the Shur-concavity of the entropy function,

if 𝑝 ≼ 𝑞 then 𝐻 𝑝 ≥ 𝐻(𝑞)



Majorization theory - II
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Let 𝑠 = 𝑠1, 𝑠2, … , 𝑠2𝑛 be the non zero elements of 𝑀 such that 𝑠1 ≥ 𝑠2 ≥ … ≥ 𝑠2𝑛 ≥ 0

Let ℎ𝑧 = ℎ𝑧1, ℎ𝑧2, … , ℎ𝑧2𝑛 be the array of the two halves of each element of 𝑧 = 𝑝 ∧ 𝑞,

i.e. for all 𝑖 = 1, . . , 𝑛 ℎ𝑧2𝑖−1 = ℎ𝑧2𝑖 =
𝑧𝑖

2

Note that H ℎ𝑧 = 𝐻 𝑧 + 1 = 𝐻 𝑝 ∧ 𝑞 + 1.  

Thus, if for all 𝑘 = 1, . . , 2𝑛 it holds that σ𝑖=1
𝑘 ℎ𝑧𝑖 ≤σ𝑖=1

𝑘 𝑠𝑖, we have that ℎ𝑧 ≼ 𝑠 thus 𝐻 𝑠 ≤
𝐻(ℎ𝑧) then 𝐻 𝑀 ≤ 𝐻(𝑝 ∧ 𝑞) + 1

For any 𝑀, coupling of 𝑝 and 𝑞, 
F. Cicalese, L. Gargano, U. Vaccaro, ISIT 2017

𝐻 𝑀 ≥ 𝐻(𝑝 ∧ 𝑞)



Kocaoglu et al. Algorithm
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1. finds the largest residual mass probability of the 
two marginals 𝑝 and 𝑞; 

2. places the minimum of them in the position 
corresponding to their coordinates in the joint 
probability matrix 𝑀; 

3. updates the residual mass probability of the two 
marginals, removing from both the maximal 
elements, the value of the minimum of them 
already placed in 𝑀.

Given two probability distributions 𝑝 = (𝑝1, 𝑝2, … , 𝑝𝑛) and 𝑞 = (𝑞1, 𝑞2, … , 𝑞𝑛) have each 𝑛 elements, 

Let 𝑝(𝑘) = 𝑝1
𝑘
, 𝑝2

𝑘
, … , 𝑝𝑛

𝑘
be the array of the residual pieces of 𝑝 after 𝑘 iterations, and 𝑝 0 = 𝑝.

The algorithm, at each iteration:

𝒒\𝒑 𝒑𝟏
𝟓

𝒑𝟐
𝟓

𝒑𝟑
𝟓

𝒑𝟒
𝟓

𝒑𝟓
𝟓

𝒑𝟔
𝟓

𝒒𝟏
𝟓 𝑠1

𝒒𝟐
𝟓 𝑠2 𝑠3

𝒒𝟑
𝟓 𝑠4

𝒒𝟒
𝟓 𝑠5

𝒒𝟓
𝟓

𝒒𝟔
𝟓

𝒑𝟑
𝟔

=𝒑𝟑
𝟓
− 𝒔𝟔

𝒒
𝟓𝟔

=𝒒
𝟓𝟓

−
𝒔 𝟔

𝑠6=min 𝑝3
𝟓
, 𝑞5

𝟓

In this case the algorithm terminates in at most 2𝑛 − 1 steps.



Guaranteeing additive approximation 1 - Scaffold of the proof
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We will show that at each step 𝑘 = 1, . . , 2𝑛 − 1, the quantity of mass placed (i.e. σ𝑖=1
𝑘 𝑠𝑖) is

enough to reconstruct half of the elements of either 𝑝 or 𝑞 considered so far (i.e. σ𝑖=1
𝑘/2

𝑝𝑖 and 

σ𝑖=1
𝑘/2

𝑞𝑖).

In particular, we will show that σ𝑖=1
𝑘 𝑠𝑖 ≥ min σ𝑖=1

𝑘/2
𝑝𝑖 , σ𝑖=1

𝑘/2
𝑞𝑖 ≥ σ𝑖=1

𝑘 ℎ𝑧𝑖

This implies that 𝐻 𝑧 ≤ 𝐻 𝑠 ≤ 𝐻 𝑧 + 1

Recall: For any 𝑀, coupling of 𝑝 and 𝑞, 
F. Cicalese, L. Gargano, U. Vaccaro, ISIT 2017

𝐻 𝑠 ≥ 𝐻(𝑧)



Guaranteeing additive approximation 1 - Sketch of the proof
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Let 𝑝(𝑘) = 𝑝1
𝑘
, 𝑝2

𝑘
, … , 𝑝𝑛

𝑘
be the array of the residual pieces of 𝑝 such that at least 𝑘/2

elements are 0. We partition 𝑝(𝑘) into four sets. 

𝑝(5) = 𝑝1
5
, 𝑝2

5
, 𝑝3

5
, 𝑝4

5
, 𝑝5

5
, 𝑝6

5

𝑖 ≤ 𝑘/2 𝑖 > 𝑘/2

𝑝1
5
, 𝑝2

5
, 𝑝3

5
𝑝1

5
, 𝑝2

5
, 𝑝3

5

𝑝𝑖
(𝑘)

> 0𝑝𝑖
(𝑘)

= 0

𝑝4
5
, 𝑝5

5
, 𝑝6

5
𝑝4

5
, 𝑝5

5
, 𝑝6

5

𝑝𝑖
(𝑘)

> 0𝑝𝑖
(𝑘)

= 0

𝑊 = {2}𝑈 = {1,3} 𝑅 = {4} 𝑉 = {5,6}



Sketch of the proof

M.ROSSI - GREEDY ADDITIVE APPROXIMATION ALGORITHMS FOR 
MINIMUM-ENTROPY COUPLING PROBLEM

13

𝑝(5) = 𝑝1
5
, 𝑝2

5
, 𝑝3

5
, 𝑝4

5
, 𝑝5

5
, 𝑝6

5

𝑖 ≤ 𝑘/2 𝑖 > 𝑘/2

𝑝1
5
, 𝑝2

5
, 𝑝3

5
𝑝1

5
, 𝑝2

5
, 𝑝3

5

𝑝𝑖
(𝑘)

> 0𝑝𝑖
(𝑘)

= 0

𝑝4
5
, 𝑝5

5
, 𝑝6

5
𝑝4

5
, 𝑝5

5
, 𝑝6

5

𝑝𝑖
(𝑘)

> 0𝑝𝑖
(𝑘)

= 0

𝑊 = {2}𝑈 = {1,3} 𝑅 = {4} 𝑉 = {5,6}

𝑝1 + 𝑝3 𝑝2 − 𝑝2
(5) 𝑝4 𝑝5 − 𝑝5

5
+ 𝑝6 − 𝑝6

5

෍
𝑖=1

𝑘

𝑠𝑖 =෍

𝑖∈𝑈

𝑝𝑖 +෍

𝑖∈𝑊

𝑝𝑖 − 𝑝𝑖
𝑘

+෍

𝑖∈𝑅

𝑝𝑖 +෍

𝑖∈𝑉

𝑝𝑖 − 𝑝𝑖
𝑘

෍
𝑖=1

𝑘

𝑠𝑖 = + + +



Sketch of the proof
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෍
𝑖=1

𝑘

𝑠𝑖 =෍

𝑖∈𝑈

𝑝𝑖 +෍

𝑖∈𝑊

𝑝𝑖 − 𝑝𝑖
𝑘

+෍

𝑖∈𝑅

𝑝𝑖 +෍

𝑖∈𝑉

𝑝𝑖 − 𝑝𝑖
𝑘

Observe that for all 𝑖 ∈ 𝑅, it holds that for all 𝑗 ∈ 𝑊, 𝑝𝑖 ≥ 𝑝𝑗
(𝑘)

. Hence, we have that 

෍

𝑖∈𝑅

𝑝𝑖 +෍

𝑖∈𝑊

𝑝𝑖 − 𝑝𝑖
𝑘

≥ ෍

𝑖∈𝑊

𝑝𝑖

෍
𝑖=1

𝑘

𝑠𝑖 ≥෍

𝑖∈𝑈

𝑝𝑖 +෍

𝑖∈𝑊

𝑝𝑖 = ෍

𝑗∈ 𝑘/2

𝑝𝑗 ≥෍
𝑖=1

𝑘

ℎ𝑧𝑖 Then 𝐻 𝑧 ≤ 𝐻 𝑠 ≤ 𝐻 𝑧 + 1



A general criterion for 
guaranteeing an additive 
approximation factor of 1
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A general criterion for guaranteeing an additive 
approximation factor of 1

M.ROSSI - GREEDY ADDITIVE APPROXIMATION ALGORITHMS FOR 
MINIMUM-ENTROPY COUPLING PROBLEM

16

𝒒\𝒑 𝒑𝟏 ⋯ 𝒑𝒊 𝒑𝒊+𝟏 ⋯ 𝒑𝒏

𝒒𝟏 𝑠1

⋮ 𝑠2 𝑠3

𝒒𝒊 𝑠4

𝒒𝒊+𝟏 𝑠7 𝑠6 𝑠5

⋮ 𝑠9

𝒒𝒏 𝑠8 𝑠10 𝑠11

Given two marginal distributions 𝑝 = (𝑝1, 𝑝2, … , 𝑝𝑛) and 𝑞 = (𝑞1, 𝑞2, … , 𝑞𝑛) , let 𝑀 be a 𝑛 × 𝑛
coupling matrix such that:

At most 2𝑖 − 1 elements

Then 𝑀 is an additive approximation with factor 1 with respect to the optimal minimum-
entropy coupling.

෍
𝑗=1

𝑖

෍
𝑘=1

𝑖

𝑚𝑗,𝑘 =෍
𝑗=1

𝑖

𝑧𝑗
∀𝑖 = 1,… , 𝑛

If 𝑡 + 1 elements there, 
then 𝑡 elements in the 
matrix of size 𝑖 are from 𝑧.
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Thank you for your attention!


